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Improved binary collision approximation ion implant simulators
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An efficient binary collision approximatiofBCA) ion implant code with good prediction
capabilities for semiconductor materidlSi, GaAs, SiG¢ with only one fitting parameter for low
implantation doses is presented. It includes specific interatomic potentials and recent improvements
in physical models for inelastic stopping. A periodic initio full bond electron density for the target

is used. Damage accumulation is supported using a modified Kinchin—Pease[ @odeKinchin

and R. S. Pease, Rep. Prog. PMg;.1 (1955]. Also, some of the BCA integration algorithms and
target selection procedure have been refined. An algorithm commonly used for statistical noise
reduction has been modified to also improve the noise reduction in the lateral and shallow zones.
The agreement with experiments is good, even under channeling conditions and for different target
materials. A comparison with experimental secondary ion mass spectroscopy results for several
projectiles and targets is presented. 2002 American Institute of Physics.
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I. INTRODUCTION proximation (BCA) to achieve this because, although the
molecular dynamic¢MD) technique is more accurate than
lon implantation is one of the main processes used foBCA, it needs much longer calculation times. In addition,
the fabrication of modern integrated microelectronic devicesBCA methods can be refined to improve their accuracy to
and it allows controlled doping of the active regions. Reli-meet current needs.
able prediction of dopant concentrations by simulations is of  Historically, researchers have used several modeling
great importance to save both cost and time required by eX%schemes to solve the problem of ion implantation. The
periments. choice of which depends on the material's characteristics,
Accurate knowledge of the three-dimensional profile ofsych as amorpho&s)r Crysta"iné targets, and also on the

the implanted ions is crucial for current deep submicron detevel of description of the problem: MD, BCA, transport
vices because this distribution is closely related to the elecequation, etc.

trical characteristics of the final device desired. The ability to  |n the 1960s, Lindhard—Scharff—Schi¢tSS) theory*°
accurately predict lateral doping profiles as well as deptiwas introduced to model ion implantation. In this theory the
profiles in a computationally efficient manner is importanttotal stopping power is calculated as the sum of two inde-
for optimum design and fabrication of advanced devicespendent contributions: nucledelastio and electronic(in-
Also, dopant profiles implanted with high energies areelastig. Nuclear stopping was obtained by means of classical
needed to create retrograde wells. Channeling of prOjeCtileﬁ]echanics_ Electronic Stopping was assumed to be propor-
into the target must be taken into account in physical modelgjonal to the ion velocity and it did not depend on either the
because some projectilés.g., boron into siliconpresent a  direction of the ion or individual collisions. This is nonlocal
strong channeling componeht! stopping and the ion is seen as moving in a uniform electron
To be predictive for different materials and projectiles, agas. This model did not follow the ion trajectory into the
simulation code must be able to simulate different implaniarget and did not take into account the crystalline properties
conditions like the angle, orientation, oxide layer, dose, etCof the target.
with the same set of adjustable parameters and models. An improved model was created in 1974 by Robinson
The ion implant simulator must also allow a trade-off 3nd co-workerg®-11 (the MARLOWE cod8. In this model a
between speed and accurddll of these aspects have been crystalline target material with BC approximation is consid-
studied by different groups and are now scattered across difyed. It uses a symmetrically spherical electron density
ferent simulation codes. In an effort to analyze the prediCtior[ZiegIer—Biersack—LittmarI(ZBL) densityP® that does not
capabilities and computational efficiency that can be attainegepresent either the bonds of covalent targets or the low elec-
with these models, we have incorporated them all into &son density at the interstitial zones. It also used integration
single simulation code. The purpose of this article is, therey|gorithms that did not take into account the effect of neigh-
fore, to first desqube the models implemented ar_ld the'boring atom potential energy. As a result, it had a low pre-
present an analysis of the performance of the combined Usgciive capability, and it needed a number of fitting param-
of these models in terms of prediction capabilities and cOMgters to match the experiments. This code has been greatly
putational efficiency. We selected the binary collision ap-rqgified by many authoré&see, e.g., Refs. 1 and 12
A third simulation scheme for ion implantation was de-
“Electronic mail: jesman@ele.uva.es veloped by Ziegler, Biersack and Littm&rk 1985. It was a
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BCA Monte Carlo method for amorphous targets. The pro-collision with one target atom at a time. Simultaneous colli-
jectile trajectory is statistically followed by randomly select- sions are modeled through a combination of individual
ing a target atom, an impact parameter and a distémean  collisions® when needede.g., channeling conditions
free path. The elastic part of the collision was solved by The scheme followed iteratively i$) a search of target
classical mechanics and obtained the new position, directionandidateslike in Ref. 7); (ii) calculation of each binary
and energy for both the projectile and the target atom. Tdindividual) elastic collision;(iii) the selection of actual tar-
shorten the calculation time it uses a magic formula that fitgyets; (iv) calculation of nonlocal electronic losses for each
the equations that are solved. The inelastic contribution wabinary collision, considering the three-dimensiof@D) pe-
estimated using Brandt and Kitagawa thebrjt had two  riodic electron density following the asymptotic trajectories
terms: proton stopping in a uniform electron gas, and a scaltabulating this procedure with the actual trajectories would
ing factor for heavier projectiles. The proton stopping waslead to too high a computational burdekv) calculation of
fitted through experimental data. This model works sensiblyocal electronic losses for simultaneous collision with all the
well for amorphous targets, but it cannot be employed fortargets; and finallyvi) energy and momentum conservation
crystalline targets. rules are applied and the projectile and targets are moved to
A highly modified MARLOWE code (UT-MARLOWE) was  their new positions. Specific explanations of these steps will
developed*~1€at the University of Texas at Austin. It cov- be given next.
ered the most commonly used implant species in single crys- i i ) i
tal silicon with explicit dependence on the energy, dose, tilf™ Elastic losses: Specific screening functions
and rotation angles, but the models used for stopping, dam- The nuclear interaction between the incident projectile
age, etc. are different depending on the species, energynd the target atom is solved by classical mechatitu-
range, etc. in order to match the experimental results. merical integration of the movement equations for both par-
The CRYSTAL-TRIM?> code is a combination of the ticles is done. To speed up the implant simulation, a look-up
MARLOWE and TRIM codes that is fast with amorphous tar- table is calculated beforehand. A repulsive Coulombic
gets, but it uses many adjustable paramétessth for the  screened potential is used. The screening function can be
electronic stopping and the damage model to cover all thgelected from among several universal and specific ones. By

implant species and conditions. default a universal screening function of ZBis used.

The University of Wien has develop&tsTa-MCcIMPL but Other universal screening functiofihose of Bohr and
it also needs many fitting parameters to match experimentoliere in Ref. 25, of Lenz—Jensen in Ref. 26, of Thomas—
It implements a complex rare-event modél. Fermi in Ref. 27 have been tested.We use specific screen-

Other attempts to model ion implantation have beening functions, when available, for each projectile—target
made using mixes of the ones cited above or using MDcombination obtained bwb-initio method$ (e.g., with the
Molecular dynamics is very time consumifgrders of mag- pmoL codé®) to reduce the number of approximations used
nitude more than BCA However, in the near future, MD by the simulator. When no specific screening function is
may be the technique of choice for very low energies. available the one best suited seems to be the ZBL. It has a

Our starting point was theARLOWE schemébut it has  mean error of 2.1% with respect to specific screening
been completely rewritten in -€+.121%29A physical model  functions®
with only one adjustable parametthas been used for elec-
tronic stopping using a novel integration method. Also to
speed up the simulator a new statistical noise reduction |t was found to be necessahto include inelastic energy
scheme has been implemented. loss due to collisionglocal) and energy loss due to back-
ground electronic stoppin@onloca) as two distinct mecha-
nisms in order to obtain good simulation results for a range
of channeling condition€*31|t is not possible to assume

Projectiles are simulated following their complete trajec-that one of these processes is dominant and to fit it to accu-
tory as well as the trajectories of the recoils generateti ~ rately model energy losses for different implant energies and
cascade developméntThe target material is modeled as directions.
crystalline, polycrystalline or amorpholszor polycrystal- Nonlocal inelastic stopping accounts for the average en-
line targets random rotation of the whole crystal is madeergy loss of the ion as it travels along the interstitial volume
before each ion implant. For amorphous, random rotation off the target. It is due to the interaction between the nucleus
the crystal is done before each collision. of the projectile and the target’s electrons. This electronic

Thermal vibrations are considered using a Debye temStopping is given by the modified Brandt—Kitagaitneory
perature model. The root mean squares) amplitude of the  With only one adjustable paramefe¥, rJ. This stopping is
thermal displacement varies with the target temperature a@alculated as
Ams=12.063 460A(T)/(TpenydM)1*? where M is  the
atomic massTpenye is the Debye temperature of the target SnonlocaIZJ C[ZE () TPSy(v.re)dx, 1)
obtained experimentaffy andA(T) is the Debye functioR® trajectory

Projectiles lose their energy both elastically and inelaswhereZ7 represents the effective charge of the iSpjs the
tically by collisions with the atoms of the target material. Theelectronic stopping power for a proton andg
binary collision approximation, used here, considers only a=[3/(4mp)]*3is the one-electron radiug (s the local elec-

B. Inelastic losses: Physical models

Il. PHYSICAL MODELS

Downloaded 01 Apr 2002 to 128.8.92.86. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/japol/japcr.jsp



660 J. Appl. Phys., Vol. 91, No. 2, 15 January 2002 Hernandez-Mangas et al.

tron density. Ther? value is related to the effective electron 100000
density of the target and depends on the ion-targel
combinatiort 10000 F

According to Brandt and Kittagawa the effective charge <%/

is defined aZ¥ =Z,y(v,r2) with
4A\?
1+ - , (2)
rS

whereq(v) is the ionization fractionC(rg) depends weakly
on the target, but can be approximated to 0.5 and

1000 k-

100
y(v,rd)=q(v)+C(rH[1—q(v)]In [

10 E

Electron density (electron/.
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Z;7{1-[1-q(v)]/7} 0oL 02 04 06 0.8 1
whereay=0.240 05. The ionization fractiomy(v), is depen- <111> axis (a.n)

dent, on the_ relative V,eIOCIty between tzf;e ion and th,e target. %IG. 1. Differences among ZBL, IADS and true bond densities along the
scaling variable, defined ag=v/(vgZ3"®) wherevy is the {111} direction.

Bohr velocity, is used to match an experimentally measured

(3<Z,<92) curve for the ionization fractiéri*following a

velocity  criterion  for  stripping electrons gq=1  counted for this fact by damping out the energy transfer be-
—exp(0.80%%3—1.316%°—0.381 5%, — 0.008 98%?). yond a critical velocity {.=0.7vg, whereuvg is the Bohr

We have tested other formulas for the ionization frac- velocity), as
tion with a velocity criterioh® or with an energy criterior*
but the best results have been obtained with the formula cited  ypx _ A,

i i 2
above. vel(vvg), forv=wv..

Proton stopping depends on the local electron density
that results from the crystalline structure of the target. For,
low energies, a numerical approximation to the model o
Echeniqueet al*® is used. For high energies Bethe's mdfel
is used. 2 exd — (v/ve)?]

For the electron density we use a three-dimensional elec- f(v)= 1+ex] — 2(v/vg)?] .
tron charge distribution for crystalline silicon that includes Vite
the covalent tetrahedrical bonds calculated by abeinitio Finally, Socar=f(v) AE jow vert (1= T(0)) AE high ver-
pseudopotential total energy method in the local density
a_pproximatior?’.7 For o_ther target materials the electron den-- 1 ee-dimensional electron density distribution
sity can be obtained in the same way.

Local inelastic energy loss stopping is related to close ~ The local electron density distribution is also used for
collisions and takes into account the electron—electron intethe calculation of nonlocal inelastic stopping. It is very im-
action between the projectile and target atoms. It is describeRortant to match ends by periodicity to reduce the computa-
by the modified Firsov theoi§>° proposed by Beardmore tion inaccuracies. The ZBL electron density is a spherically

and GronbeCh'JenSéhAEi:ftrajector)]:ijdr where symmetric electron distribution calculated by Ziegétral®
that was used by several auth8r<:?It has a uniform inter-

stitial density that does not represent the density of the open
channels accuratelyFigure 1. The 3D electron density used
by us is obtained by means of tlad initio pseudopotential

4) total energy method in the local density approximatioit.
provides a full description of the covalent bonds of the target
material. We have also used a 3D electron density that we

vlvg, forv<uvg,

(6

In order to obtain a smooth transition between the lower
nd upper velocity regions, the following transfer funcfion
is used:

()

2" Z3%R

a

— i o 2
Fij —FaB(UJ’_Ui) ZAl

Z¥1- )R
]

with call isolated atom density superpositigfADS). This ap-
»P2(x) proximation is closer to the true bond density than the ZBL
|(W)=f X (5)  one. We expected this should be a good approximation for
nonpolar covalent materialg.g., silicon.
and a=[1+(Zg/Zx)Y6]"1, ®(x) being the universal Figure 1 shows the differences among ZBL, IADS and

screening functiofi, Z, and Zg the atomic numbersZ, true bond densities along tHa11 direction for a silicon
=Zg), Rthe atomic separatiom=(972/128)"3ag, andag  target. It is clear that the ZBL density does not accurately
the Bohr radius. As reported by Firstvat sufficiently high  represent some regiofi particular, interstitial regions

ion velocities the electrons of the two atoms will not have the A comparison of the ZBL, IADS, and full bond
time necessary for free interaction, and therefore the transfetistributiong®3%3! reveals the necessity for a three-
of energy will diminish. Following Ref. 40 we have ac- dimensional description of the covalent nature of silicon.
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This necessity can be extended to other compound semicon-

ductors which is even more important. For silicon targets the Integration trajectory
main differences observed were in thd10 channel Real trajectory
direction?® Simulations without free parametét$iave also

proven the necessity of using a 3D electron density distribu-

tion. - -
O—=F— °
_—
D. Damage accumulation X T2
In order to deal with high dose implantations the simu- T 7%

T3

lator must include some damage accumulation model. It is
!mportant especially in channeling cases. Although We havn‘?:IG. 2. Schematics for the local and nonlocal inelastic stopping integration
implemented full cascade development, due to practical reaggorithms.

sons (mainly the speed of the simulajowe have begun

implementing damage accumulation based on Kinchin—

Pease theoly** as a first approximation. In the near future PoiNt, Syonoca(X)- The local kinetic energy for the projectile
we plan to include full cascade development in damage aGy calculated asE.(x)= Eco— E1(X) = SnoniocalX) — Ep(X)
cumulation as a slower but more accurate option. ModelingyhereE_, is the initial kinetic energy at this collision. The
of damage has two componentsiefect generation/ g (x) value is calculated by linear interpolation between its
recombinationand the damage simulationThe damage jpjtial and final values. Since =+2E./M; the nonlocal

simulation will be described in Sec. Ill. _ electronic losses can be integrated using @&.
The number of point defects generatais proportional The local inelastic losses are integrated along the straight
to the energyE, lost by nuclear scattering in each sector: incoming and outgoing trajectoriéBig. 2) of the projectile.
KE Straight displacements are assumed for the target. At each
n= Z_Ed (8) point, the forceF;; between the projectile and the target is

evaluated using Ed4). The outgoing trajectory is followed
wherek=0.8 is a constant an, is the displacement thresh- |ong enough to account for all the interaction. At this stage
old energy. For boron implantation into silicdy=15 eV.  we consider the contributions of the electron densities of all
Part of the point defects generated recombines with othethe targets involved in the collision.
defects, so the net increase of point defects after recombina-
tion, An, is given by o o )
B. Statistical noise improvement algorithm
An=nfsu,\( 1- Nﬁ) (9) In order to reduce the calculation time and to improve
@ the accuracy of the simulated profiles a three-dimensional
where g, is the fraction of point defects surviving both rare event algorithm is implement&dThe straightforward
intracascade and intercascade recombination and it is agvay to obtain a statistically significant concentration at all
justed for each kind of projectile implantetke.g., fg,w  depths of the profile is to run many simulated cascades. Most
=0.06 for boron into silicop N is the previous local defect of the ions will stop near the main peak. The majority of
density, andN, is the local defect density necessary to reachcomputer effort will not improve the accuracy of the tail or
amorphization(e.g., for siliconN, is 10% of the atomic low concentration zones. With the atom splitting sch&hae

density. certain depths, the ion is split into two virtual ions with half
statistical weight of an unsplit ion. The virtual ions generated
1. COMPUTING ALGORITHMS have thg same position and veI0(_:|ty as the parent ion. Their
_ _ final trajectories are, however, different due to the thermal
A. Inelastic losses: Integration methods vibration effects. In the end, we obtain practically the same

We have observed that the integration schemes for thBumber of virtual ions at each bin of the histogram profile
two energy loss components can play a critical role inthereby improving the statistics in low concentration zones.
achieving the degree of accuracy demanded by current tech? the ion |mplant simulation there are two rare event cases
nology, particularly under channeling conditions. As a resultOf particular interest that should be considered to improve
we use an integration method that is a hybrid between mothe statistics of the impurity profile: the deep regi@han-
lecular dynamics and the BCA model in order to improve theheled iong and the shallow region.
numerical integrations.

For nonlocal electronic losses the straight projectile in-
coming trajectory is sampledsee Fig. 2, where straight The channeled ion case occurs when the projectile trav-
movement is considered for the projectile betwédgnand els through a crystal channel. It loses its energy mainly by
P, and for the target fronT, to T,) having taken into ac- inelastic interaction without experiencing hard nuclésas-
count the potential energy at each point due to the surroundic) collisions. We monitor the total distance traveled by the
ing neighborsE (x), the elastic energy transfer to the target,ion to improve statistics at both the deep and the lateral
E+(x), and also the electronic losses accumulated up to thisegions.

1. Channeled ions
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. ) FIG. 5. Rare event algorithm with a shallow region enhancement scheme.
FIG. 3. Rare event algorithm with a lateral or depth enhancement scheme. 9 9

In general, we define a bordet, as either a depth Ccreased noticeably. When we have attained the desired sta-
reached by the ion or as the total distance traveled by théstical accuracy in the rare event region, the algorithm is
projectile. When the ion reaches the border with the nexgutomatically deactivated.
index, it is split into two virtual ions with half the statistical Figure 4 shows the dopant profiles obtained for implan-
weight. Figure 3 shows an example of how a real ion is splitation of boron into silicon with 2 keV, with and without the
several times into several virtual ions when it reaches certaiffajectory-length selection scheme. We observe better defini-
borders. We also show the statistical weight associated witHon of the profile tail. The simulation time is doubled using

each virtual ion. The borders cited above are calculated b{he algorithm, but the time needed to obtain the same accu-
solving the following equation: racy without the algorithm would have been 10 times
longer®®

di i Ll
f C(x)dx=(1—(1/2)')f C(x)dx, (10
0 0 2. Projectiles in the shallow region of the impurity
whereC(x) is the dopant histogram profile at a certain depthprofile

(or total distance travelgck. - When we simulate medium and high energy implants
With this scheme we can recalculate the splitting bordergnere is some statistical noise in the shallow region of the
dynamically in order to improve the statistics in specific ré-profiles due to théfew) ions that have lost their energy at the

gions. We do not need to know the bordarpriori. First, No  heginning of their trajectory. We use two conditions to iden-
real ions are simulated without the rare event algorithm, tqify these projectiles.

obtain some statistics to estimate the initial boragrsThen, First, an energetic condition: the energy decreases below
the algorithm is activated and the borders are recalculateg \;ser defined threshold ener@<E,,, that is generally a

every Niperva real ions. This value must be large enoughpercentage of the initial energy. lons that verify this condi-
(e.9., Ninerva= 100) so that the computation time is not in- o are likely to stop nearby:.

10'® T T T T T T
| Without rare event - - - - | jal I Without rarelz event al or’thm ----_
With rare event 10 r With rare event algorithm ~ ——— ]
= 10'8 N 7 ;-E 1071 =
S L
§ : s
5 ) L _
S i s 108 -
s 107 - s -
= . @ L J
[} (4]
§ 5 1051 -
8 . 5]
10'8 . 1
I ] 1014 <
10' 1980 ]
0 10 20 30 40 50 60 70 80 0 2500
Depth (nm) Depth (nm)

FIG. 4. Implantation of Btilt=7°, rotation=30°) — Si {100, 2 keV simu- FIG. 6. Comparison of profiles of an implantation of (B°, 30°) — Si
lated with N;,,= 2000 real ion with and without the trajectory-length selec- {100}, 1 MeV simulated withN;,,=2000 real ions with and without the
tion scheme. shallow region enhancement scheme.
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L . .. FIG. 9. Comparison of boron (0°, 0°) with 35 and 80 keV and boron (0.6°,
FIG. 7. Boron, phosphorus and arsenic implanted into amorphous S|I|corb

°) with 140 and 400 keV implants intd0G} silicon (with a 15 A Si
Comparison between simulation results v and this work. The inset ) P (100 ( O

. . . - . layer, 0.5° divergengybetween SIMS profile§Refs. 4 and 4Band the
shows the differences fqund with and without the simultaneous Co"'s'onsimulation results in this work.
(SO treatment for arsenic.

Second, a position condition: we consider the shaIIowSCheme' We_ Wam to _not_e the better de“”iF‘O” of that region.
region (Fig. 5 defined byW.p o= Py(D mar—Dirir), Where Th_e simulation time is mcreas_ed 50% with respect to not
D max is the maximum depth reached by an implanted ion ->N9 the_a!gonthm, but the_ time necessary to obtain Fhe
D min is the positive minimum depth of the current profile and same _stat|st|ca| accuracy by Increasing the number of projec-
pq is the percentage of the whole profile that the user con.Elles _S'm”'ij,?dby 10, increases the time by a factor of 7.6
siders to be the shallow region. We divitlé, o iNto N in this case.
equal zones. Initially the projectile is considered to have an )
index of 0 (inge=0, With unity statistical weight When €. Damage accumulation

the first condition E<Ey) is met we compare the current As defined above our damage model is based on the
depth of the projectileD yrojeciie, With the border that defines  modified Kinchin—Pease modéf* and its modeling has two
the next index a® projectile< D min T Wshallow( 1 — Ningex/ N) - componentsdefect generation/recombinaticand thedam-

If the two conditions are met we Spllt the current ion into age simulation Surface recessing by Sputtering is not ac-
two virtual half-weighted ions and we increasggex. Then  counted for in this simulator but this effect is negligible in
the same procedure is applied to both virtual ions againthe examples shown.

Fina”y, the algorithm is deactivated when the statistical ac- For defect generation/recombinaﬂon’ in one-dimensional
curacy required is reached. (1D), the crystal is divided into slices perpendicular to the

Figure 6 shows a retrograde implant profile of boron intodepth axis. Equation@®) and(9) are applied to each sector to
silicon with and without the shallow region enhancementca|culate its defect density. To reduce the computational

I I I I I LIS T T T T T T T
» This work ] 15 keV This work
19 SIMS -=-=- SIMS -----
10 - 1018 80 keV -
— ] _ 280 keV 2400keV
5 2000 eV ] “ \ _ T00keV -
= 8 .
& 108 = B ]
B F E g
g i ] g
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e | : :
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E Al 3 b
[ th E ]
L |,|II -
- i l (o . 1
5 i { ] -
P \ \ ! I \
1016 1 /\ l doonld g 1016 . A 1
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Depth (nm) Depth (nm)

FIG. 8. Comparison of boro(0°, 0°) into a{100; silicon implant(500 and FIG. 10. Comparison of boron (7°, 30°) inf@00C; silicon implant(15, 80,
2000 eV} between SIMS profilegRef. 21 and the simulation results in this 280, 700 and 2400 keV, with a 15 A SjQayen between SIMS profiles
work. (Refs. 4 and 1pand the simulation results in this work.
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FIG. 11. Comparison of arsenic (8°, 30°) with 15 and 100 keV {i0 FIG. 13. Comparison of arseni®°®, 0°) with 15, 50 and 100 keV into
silicon implant between SIMS profile®Ref. 32 and the simulation results {110 silicon implant between SIMS profile®Ref. 16 and the simulation
in this work. results in this work.

overload generated by following the complete cascade simPhous, a rant_iqm rptatiqn of the crystal7lattice is performed
plification can be useth** The simulator considers only the for each collision just like invARLOWE." For a partially
primary ion. When a scattering event occurs the energ@morphized section the rotation probabilityNgN,, . After
transferred to the target atof; is compared to a cut-off collision, the original crystal orientation is restored.
energy(e.g., E¢uio= 24 €V, for boron into silicon If E; is

greater than the cutoff energy then the algorithm considerp. Speeding up the calculation

only a transfer energy dtt=E_ - This energy is defined

as the energy needed to completely amorphize a sector as theOI Setveral st(;ategltehs ha\lle Ib?_en ewr[])loyed th.rt())IUQTOUIt( the
result of a single collision. This approximation does not takec0%€ 20 speed up the calculation. €n possible, 1ook-Up
into account the energy deposited by secondary atoms. T 8b|e§ calculated beforehand are used: elastic interaction,

" ._local and nonlocal inelastic losses, etc. The tables are calcu-

reduction in calculation time using this approximation isI ted and stored disk for fut " h il
about 30%. Tha\,, andf,, parameters depend on the . o co and stored on a diskfor future use for each projectiie—
target atom combination.

value.

In the damage simulation, for a given doBewe define
the area of the sectors As= N,/ ®, whereN;,sis the total ~ E. Selection of the target atoms
number of real ions to be simulated. We apply periodic  The BCA needs a method with which to select the next
boundary conditions at the lateral borders of each sector. Thgrget atoms to collide with. We began by using the
local defect densitylN, is a measure of the amorphization of \;sg owe? target atom selection method. It accepts target

each sector in the crystal. If the sector is completely amoraioms that are in the direction of ion movement and have an

19
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FIG. 12. Comparison of arsen{©°, 0°) with 15 and 180 ke\thto {100} FIG. 14. Comparison of phosphor@6°, 0°) with 15 and 100 keV and
silicon implant between SIMS profilefRef. 32 and the simulation results phosphorus (10°, 15°) with 500 and 1500 keV igi®0 silicon implant
in this work. between SIMS profilegRef. 21 and the simulation results in this work.
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FIG. 15. Comparison of high dosey8L0'° atoms/cr, boron(0°, 0°) with
15 and 80 keV intd100 silicon implant between SIMS profileRkef 16

FIG. 17. Arsenic (12.5°, 30°) intoHs-SiC, 40, 100 and 300 keV implants
with doses of X 10 9.9x10' and 1.1x 10** atoms/crA, respectively.

and the simulation results in this work. Note the differences with the lowThe orientation of the wafer flat i€1120} and the wafers are cut 3.5° off
dose simulation results. ) —
axis from the{0001} plane toward thg§1120} direction (Ref. 46.

IV. RESULTS

. hat i I h ) | We now compare simulated dopant profiles with experi-
impact parameter that is smaller than a given valpe ( ental ones or with results from other simulators in order to

<Pmay) and a front d'St"’,‘n,‘éﬁ>§mi”' where &yin Was 0b-  jssess our implementation of the ion implant BCA simula-
tained from the last collision to prevent successive colli- tion and to test its prediction capabilities.

sions with the same target atom. After we verify, step by
step.There was identical behavior betweesrLOWE and

I I I I

our simulator in selecting the target atoms. At this point, we , R
observed that, randomly, the selection mechanism missed 10 E
target atom or recollided with the same atom. This is due to ]
thermal vibrations that displace the target atom from its lat-~g ]
tice position. To avoid this incorrect behavior that primarily ‘ ]
modifies the channeling tail, we compiled a list with the g S1O0, 130keV ]
atoms involved in the last collision. We compared the new g 107 .
targets with the old ones, and removed the ones that wer g ]
repeated. This replaces tl§g;, condition. 3 ]

T T 1016
This work T 0 200 400 600 800 1000
SIMS ----- Depth (nm)

o ] I Se (7,30) I300 keV ' This work .
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X 1013 atoms/crR, respectively. The orientation of the wafer flat{120}

and the wafers are cut 3.5° off axis from #@01 plane toward théllEO}
direction (Ref. 46.
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A. Silicon target Figure 17 represents 40, 100 and 300 keV arsenic im-
mplants into 61-SiC using the same conditions cited above

We first compare our simulation results with results from" .
(r¢=1.75). Again, they match very well.

the well-known, validatedriM amorphous simulatSrSince
the profile shape is the same, Fig. 7 shows only the projected

range versus the projectile energy for boron, arsenic an€. Other target materials
phosphorus implants into amorphous silicon. Very good
agreement is obtained. Simultaneous collision treatment i

necessary to correc_tly simuldfethe chz_inneling effect in of this material are a very low Debye temperature (360 K
crystalline targets. Since TRIM was designed for amorphouand softness. Damage accumulation is important even for
materials, it does not include this kind of treatment. How-|OW doses N, =6x 10?° atoms/cr, f g ,=0.09)

e} » hsurv " "

ever, at low velocities, there are simultaneous collisions even Figure 18 shows silicon into GaAsandom equivalent

in amorphous materials. This leads to underestimation OBrientation(REO)] and{100} channel, (°=2.0) implants at

stopping byTRIM that is more relevant at low velocities 1501y 3¢ 10t atoms/cr compare(’:i with SIMS profildd,

(heavy ions, low energigsas can be seen in the inset of Fig. and it s,hows a comparison between selenium into GaAs

7 for As. ) ) ) (REO and{100 channel,r(s’:l.?) implants at 300 keV, 3
For crystalline targets we compare our simulation results>< 10" atoms/crA, and SIMS profiled?

directly with secondary ion mass spectroscdfyMS) ex- ’ '

perimental profiles obtained from the literatdfe&>24%Fig-

ures 8—10 show boron implanted into silicon for several enY: CONCLUSIONS

er.gies and_implant coqditions and they show good agreement A BCA ion implant simulator was reported. It gathers
with experiments that include very low ener@ig. 8), chan-  some of the best physical models and simulation algorithms,
neling conditions(Fig. 9 and high energyFig. 10. All im-including a hybrid integration scheme for inelastic energy
plants use the sam@nd only fitting parameter ;=1.85. losses. It also uses ab initio physical description of the
Figures 11-13 show implants of arsenic into silicon for gjectron distribution for target atoms. For low implant doses,
several energies an((:)l implant conditions. For this ion—targéhe simulator is capable of predicting the impurity implant
combination we uses=2.0 for all conditions. profiles for a wide range of projectile atoms and target ma-
_InFig. 14 we see phosphorus into silicon implants alsowerials with only one adjustable paramete)( for each
with several energies and implant conditions. The value empgjectile—target material combination. For high doses, there
ployed forrg is 1.85, identical to that in the boron-silicon 5re two additional fitting parameters(,, andN,,).
case.
Figure 15 shows a high dosex80™ atoms/cm, boron
into silicon implants for 15 and 80 keV and gives good ACKNOWLEDGMENTS
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