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Abstract

An efficient binary collision approximation ion implant code with enhanced prediction capabilities is presented. It

includes recent improvements in physical models for compound semiconductors. It uses only one fitting parameter for

low dose implantations. A periodic ab initio full bond electron density for the target is used. Damage accumulation is

supported using a modified Kinchin–Pease model. To speed-up the code a refined algorithm for statistical noise re-

duction is also included in a three-dimensional case, including the lateral and shallow zones. The agreement with ex-

periments is good for different target materials. A comparison with experimental SIMS results for several projectiles

and targets is presented. � 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Ion implantation is one of the main processes used

for the fabrication of modern integrated microelectronic

devices. In some semiconductors (e.g. SiC) is the main

way to dope it. The new materials are of great impor-

tance in the development of fast and powerful electronic

devices. The reliable prediction of dopant concentra-

tions by simulations is of great importance in order to

save the cost and time required by experiments, even

more in the compound materials world.

Knowledge of the three-dimensional (3D) profile of

the implanted ions is crucial for current deep sub-micron

devices, as this distribution is closely related to the de-

sired electrical characteristics of the final device. The

ability to accurately predict the lateral doping profiles as

well as the depth profiles in a computationally efficient

manner is important for optimum design and fabrica-

tion of advanced devices. Also dopant profiles implanted

with high energies are needed to create retrograde wells.

Channelling of projectiles into the target must be taken

into account with physical models, because some pro-

jectiles present a strong channelling component [1–4].

To be predictive for different materials and projec-

tiles, a simulation code must be able to simulate different

implant conditions like angle, orientation, oxide layer,

dose, etc., with the same set of adjustable parameters

and models.

Also, the ion implant simulator must allow a trade-off

between speed and accuracy [5]. All of these aspects have

been studied by different groups and are now scattered

across different simulation codes. In a effort to analyze

the prediction capabilities and computational efficiency

that can be attained with these models, we have gathered

them all into a single simulation code. The purpose of

this paper is, therefore, to first describe the models im-

plemented and then present an analysis of the perfor-

mance of the combined use of these models in terms of

prediction capabilities and computational efficiency. One

conclusion is that we selected the binary collision ap-

proximation (BCA) in order to achieve this. The molec-

ular dynamics (MD) technique is more accurate than
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BCA, but it needs much longer calculation times. BCA

methods can be refined to improve their accuracy to meet

the needs.

Historically, researchers have used several model-

ization schemes to solve the problem of ion implanta-

tion. The choice depends on material’s characteristics

such as amorphous [6] or crystalline [7] targets, and also

on the description level of the problem: MD, BCA,

transport equation, etc.

Our starting point has been the MARLOWE scheme

[7]. It has been completely written in C++ [8–10]. A

physical model with only one adjustable parameter has

been used [11] for the electronic stopping using a novel

integration method. Also to speed-up the simulator a

new statistical noise reduction scheme has been imple-

mented.

2. Physical models

Projectiles are simulated following their complete

trajectory as well as the trajectories of the recoils gen-

erated (full cascade development). The target material is

modelled as crystalline, polycrystalline or amorphous

[7]. For polycrystalline targets a random rotation of the

whole crystal is made before each ion implant. For

amorphous, a random rotation of the crystal is done

before each collision.

Thermal vibrations are considered using a Debye

temperature model [12,13]. Projectiles loose their energy

both elastically and inelastically by collisions with the

atoms of the target material. The BCA, used here,

considers only the collision with one target atom at a

time. Simultaneous collisions are modelled through a

combination of individual collisions [14] when needed

(i.e. channelling conditions).

2.1. Elastic losses: specific screening functions

The nuclear interaction between the incident projec-

tile and the target atom is solved by classical mechanics

[15]. A numerical integration of the movement equations

for both particles is done. To speed-up the implant

simulation, a look-up table is previously calculated. A

repulsive Coulombic screened potential is used. By de-

fault a universal screening function due to ZBL [6] is

used.

We use specific screening functions, when avail-

able, for each projectile–target combination obtained by

ab initio methods [6] (e.g. with DMol code [16]) to re-

duce the number of approximations used by the simu-

lator. When no specific screening function is available

the best suited seems to be the ZBL one. It has a mean

error of 2.1% with respect to specific ones [6].

2.2. Inelastic losses: physical models

It has been found necessary [11] to include energy

loss due to inelastic collisions (local), and energy loss due

to electronic stopping (non-local) as two distinct mech-

anisms in order to obtain good simulation results under

a range of channelling conditions [17–19]. It is not

possible to assume that one of these processes is domi-

nant and fit it to accurately model energy losses for

different implant energies and directions.

The non-local inelastic stopping accounts for the

average energy loss of the ion as it travels along the

interstitial volume of the target. It is due to the inter-

action between the nucleus of the projectile and the

target’s electrons. This electronic stopping is given by

the modified Brandt–Kitagawa [20] theory with only one

adjustable parameter [4,21], r0s . This stopping is calcu-
lated as

Snon--local ¼
Z
trajectory

½Z�
1 ðv; r0s Þ�

2Spðv; rsÞdx ð1Þ

where Z�
1 represents the effective charge of the ion [20];

Sp, the electronic stopping power for a proton and
rs ¼ ð3=ð4pqÞÞ1=3, the one-electron radius (q is the local
electron density). The r0s value is related to the effective
electron density of the target and depends on the ion–

target combination [4].

The proton stopping depends on the local electron

density that results from the crystalline structure of the

target. For low energies, a numerical approximation to

the model of Echenique et al. [22] is used. For high en-

ergies Bethe’s model [23] is used.

For the electron density we use a 3D electron charge

distribution calculated by the ab initio pseudo-potential

total energy method in the local density approximation

[24] that includes the true bonds, or the isolate atom

density superposition (IADS) approach (see below).

The local inelastic energy loss stopping is related with

the close collisions and take into account the electron–

electron interaction between the projectile and target

atoms. It is described by the modified Firsov theory

[25,26] as proposed by Cai et al. [4]:

DEi ¼
Z
trajectory

Fij dr ð2Þ

where Fij is the repulsive force between projectile and
target due to the electron–electron interaction.

As mentioned by Firsov [26], at sufficiently high ion

velocities the electrons of the two atoms will not have

the time necessary for free interaction, and so the

transfer of energy will diminish. We have accounted for

this fact by damping out [27] the energy transfer beyond

a critical velocity (vc ¼ 0:7vB, where vB is the Bohr ve-
locity), as shown below:
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DE�
i ¼ DEi

v=vB for v < vc
v2c=ðvvBÞ for vP vc

�
ð3Þ

In order to obtain a smooth transition between the

lower and upper velocity regions, a transfer function [28]

is used:

f ðvÞ ¼
2 exp � v=vcð Þ2

� �

1þ exp � 2 v=vcð Þ2
� � ð4Þ

2.3. Three-dimensional electron density distribution

The local electron density distribution is used for the

calculation of the non-local inelastic stopping. It is very

important to tie ends periodicity to reduce the inaccu-

racies.

The ZBL electron density is a spherically symmetric

electron distribution calculated by Ziegler et al. [6] and

was used by several authors [4,29,30]. It has a uniform

interstitial distribution that does not represent the den-

sity of the open channels accurately (see Fig. 1).

The 3D electron density used by us is obtained by

means of the ab initio pseudo-potential total energy

method in the local density approximation [24]. This is

a full description of the covalent bonds of the target

material.

When we do not have a full bond description of the

electron density (as occurs with compound materials) we

use a 3D electron density that we call IADS. It consists

in the superposition at each point of the isolated electron

densities of each target atom (solved with GAMESS

code [31]) located at its lattice sites, without thermal

vibrations. It is an approximation to obtain bonds in a

3D electronic distribution. Fig. 1 shows a comparison of

the three electron density models through a straight line

in {1 1 1} direction in silicon. We can see that the IADS

electron density is closer to the true bond density than

the ZBL one. We do not know, at this moment, if this

should be a good approximation for other materials

than silicon, but we expect this will be good enough for

non-polar covalent materials. The simulation results

shown for compound materials below use IADS electron

density and they are a good fit.

Simulations without free parameters [32] have also

proved the necessity of using a 3D electron density dis-

tribution.

2.4. Damage accumulation

In order to deal with high dose implantations the

simulator must include some damage accumulation

model. It will be important especially in channelling

cases.

Our damage model is based on the modified Kin-

chin–Pease model [1,33], and its modelization has two

parts: the defect generation/recombination and the dam-

age simulation which we will describe in the computing

algorithms section.

The whole crystal is divided into 100 slices in depth.

In order to work with it we define the area of the slice as

A ¼ Ns=U where Ns is the number of ions simulated and
U is the dose implanted. When an ion goes out the slice
it enters by the opposite side (periodicity).

2.4.1. Defect generation/recombination

The number of point defects generated, n, is pro-

portional to the energy lost, E, by nuclear scattering in

each sector:

n ¼ kE
2Ed

ð5Þ

where k ¼ 0:8 is a constant and Ed is the displacement
threshold energy.

Part of the point defects generated recombines with

other defects, so the net increase of point defects after

recombination, Dn, is given by:

Dn ¼ nfsurv 1

�
� N
Na

�
ð6Þ

where fsurv is the fraction of point defects surviving both
intracascade and intercascade recombination and it is

adjusted for each implanted kind of projectile; N, the

previous local defect density; and Na, the local defect

density necessary to reach amorphization.
Fig. 1. Comparison between ZBL, IADS and true bond den-

sities along f111g direction in silicon.
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3. Computing algorithms

3.1. Inelastic losses: integration methods

We have experienced that the integration schemes for

the two energy loss components are very important to

achieve correct results within the BCA. As a result, we

use a hybrid integration method, between MD and the

BCA model, in order to improve the numerical inte-

grations.

For the non-local electronic losses the straight pro-

jectile trajectory is sampled (see Fig. 2, where a straight

movement is considered for the projectile and target)

having into account the potential energy at each point

due to the surrounding neighbors (EpðxÞ), the elastic
energy transfer to the target (ETðxÞ) and also the elec-
tronic losses accumulated up to this point (Snon--localðxÞ).
The local kinetic energy for the projectile is calculated

as:

EcðxÞ ¼ Ec0 � ETðxÞ � Snon-localðxÞ � EpðxÞ ð7Þ

where Ec0 is the initial kinetic energy at this collision.
Knowing that v ¼ ð2Ec=M1Þ1=2 the non-local electronic
losses are integrated as shown in Eq. (1).

The local inelastic losses are integrated along the

straight incoming and outgoing trajectories (Fig. 3) of

the projectile. A straight displacement is assumed for the

target. At each point, the force Fij between the projectile
and the target is evaluated. The length of the outgoing

trajectory is selected long enough to account for all the

interaction. We consider the contributions of all the

targets involved in the collision.

3.2. Statistical noise improvement algorithm

In order to reduce the calculation time and to im-

prove the accuracy of the simulated profiles a 3D rare

event algorithm is implemented [34].

The straightforward way to obtain a statistically

significant concentration at all depths of the profile is to

run many simulated cascades. Most of the ions will stop

near the main peak. The majority of the computer effort

will not improve the accuracy of the tail or low con-

centration zones.

With the atom splitting scheme [34] at certain depths,

the ion is split into two virtual ions with half-statistical

weight of unsplit ion. The virtual ions generated have

the same position and velocity as the parent ion. Their

final trajectories are, however, different due to the ther-

mal vibration effects. In the end, we obtain practically

the same number of virtual ions at each bin of the his-

togram profile improving the statistics on low concen-

tration zones.

In the ion implant simulation there are two rare event

cases of particular interest to be considered to improve

the statistics:

3.2.1. Channelled ions

This case occurs when the projectile travels through a

crystal channel. It looses its energy mainly by inelastic

interaction without having hard nuclear (elastic) colli-

sions. We monitor the total distance travelled by the ion

to improve statistics at both the deep and the lateral

regions.

We define, in a general way, a border di as either a
depth reached by the ion or as the total distance trav-

elled by the projectile. When the ion reaches the border

with the next index, it is splitted into two virtual

ions with half-statistical weight. Fig. 4 shows an example

of how a real ion is splitted several times into several

virtual ions when it reaches certain borders. We also

show the statistical weight associated with each virtual

ion.

The borders cited above are calculated by solving the

following equation

Fig. 2. Integration scheme for the non-local electronic stop-

ping.

Fig. 3. Integration scheme for the local inelastic stopping.
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Z di

0

CðxÞdx ¼ ð1� ð1=2ÞiÞ
Z 1

0

CðxÞdx ð8Þ

where CðxÞ is the dopant histogram profile at a certain

depth (or total distance travelled) x.

With this scheme we can recalculate the splitting

borders dynamically in order to improve the statistics in

specific regions. We do not need to know a priori the

borders. First, N0 real ions are simulated without the
rare event algorithm, in order to obtain some statistics

to estimate the initial borders di. Then, the algorithm
is activated and every Ninterval real ions the borders are
recalculated. This value must be large enough (i.e.

Ninterval ¼ 100) not to increase the computation time.
When we have attained the desired statistical accuracy in

the rare event region, the algorithm is automatically

deactivated.

Fig. 5 shows the dopant profiles obtained for an

implantation of boron into silicon with 2 keV, with and

without the trajectory-length selection scheme. We ob-

serve the better definition of the profile tail. The simu-

lation time is doubled with the algorithm, but the time

needed to obtain the same accuracy without the algo-

rithm would have been 10 times longer [34].

3.2.2. Projectiles in the shallow region of the impurity

profile

These ions have probably lost most of their energy in

a few hard nuclear collisions at the beginning of their

flight. They have relatively low energy and are near the

surface.

When we simulate medium and high energy implants

there is some statistical noise in the shallow region of the

profiles due to the (few) ions who have lost their energy

at the beginning of their travel. We use two conditions

to identify these cases:

First, an energetic condition: the energy decreases

below a user defined threshold energy, E6Eth, that is
generally a percentage of the initial energy. Ions that

verify this condition are likely to stop nearby.

Second, a positional condition: we consider the

shallow region (Fig. 6) defined by

Wshallow ¼ pdðDmax � DminÞ ð9Þ

where Dmax is the maximum depth reached by an im-

planted ion; Dmin, the positive minimum depth of the

current profile and pd, the percentage of the whole
profile that the user considers to be the shallow region.

We divide Wshallow into N equal zones. Initially the pro-

jectile is considered to have index 0 (nindex ¼ 0, with unity
statistical weight). When the first condition (E6Eth) is
met we compare the current depth of the projectile,

Fig. 4. Rare event algorithm with lateral or depth enhancement

scheme.

Fig. 5. Implantation of B ðtilt ¼ 7�; rotation ¼ 30�Þ !
Sif100g, 2 keV simulated with Nion ¼ 2000 real ion with and
without the trajectory-length selection scheme.

Fig. 6. Rare event algorithm with shallow region enhancement

scheme.
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Dprojectile with the border that defines the next index as
shown in the equation below

Dprojectile < Dmin þ Wshallow 1
�

� nindex
N

�
ð10Þ

If the two conditions are met we split the current ion

into two virtual half-weighted ions and we increment

nindex, and the same procedure is applied to both virtual
ions again. Finally, the algorithm is deactivated when

the statistical accuracy required is reached.

Fig. 7 shows a retrograde implant profile of boron

into silicon with and without the shallow region en-

hancement scheme. We note the better definition of that

region. The simulation time is increased by 50% with

respect to not using the algorithm, but the time neces-

sary to obtain the same statistical accuracy by increasing

the number of projectiles simulated (by 10), increases

the time by 760% in this case [34].

3.3. Damage accumulation

Our damage model is based on the modified Kin-

chin–Pease model [1,33] described above, and its

modelization has two parts: the defect generation/

recombination and the damage simulation.

3.3.1. Defect generation/recombination

In 1D, the crystal is divided into slices perpendicular

to the depth axis. Eqs. (5) and (6) are applied to each

sector to calculate its defect density.

In order to reduce the computational overload gen-

erated by following the complete cascade a simplifica-

tion can be used [35,33]. The simulator considers only

the primary ion. When a scattering event occurs the

energy transferred to the target atom ET is compared
with a cut-off energy (e.g. ECutOff ¼ 24 eV, for boron into
silicon). If ET is greater than the cut-off energy then the

algorithm considers only a transferred energy of ET ¼
ECutOff . This energy is defined as the energy needed to
amorphize completely a sector as the result of a single

collision. This approximation does not take into account

the energy deposited by secondary atoms. The calcula-

tion time reduction using this approximation is about

the 30%. The Na and fsurv parameters can vary within
this approximated scheme.

3.3.2. Damage simulation

The local defect density, N, is a measure of the

amorphization of each sector in the crystal. If the sector

is completely amorphous, a random rotation of the

crystal lattice is performed for each collision as did

MARLOWE [7]. For a partially amorphized section the

rotation probability is N=Na. After the collision, the

original crystal orientation is restored.

3.4. Speeding-up the calculation

Several strategies have been employed throughout

the code to speed-up the calculation. When possible,

look-up tables [8] previously calculated are used: elastic

interaction, local and non-local inelastic losses, etc. The

tables are calculated and stored in disk, for future use,

for each projectile–target atom combination. By doing

this the computation time is not degraded compared to

conventional BCA approach, while it is much more

predictive and about two orders of magnitude faster

than MD.

3.5. Selection of the target atoms

BCA needs a method to select the next target atoms

to collide with. We begun using the MARLOWE [7]

target atom selection method. It accepts target atoms

that are in the direction of ion movement and have an

impact parameter smaller than a given value (p < pmax)
and a distance along movement direction to the point

nearest the target n > nmin, where nmin was obtained
from the last collision [36] to prevent successive colli-

sions with the same target atom. We verified the iden-

tical behavior between MARLOWE and our simulator

for selecting the target atoms, step by step: first we ran a

MARLOWE simulation obtaining the maximum detail;

then we analyzed the output file, collision by collision,

comparing it with our program results for the same

conditions.

We observed that, randomly, the mechanism missed

a target atom or recollided with the same atom. This is

due to the thermal vibrations, that displaces the target

atom from its lattice position.

To avoid this wrong behavior, that mainly modifies

the channelling tail, we store a list with the atoms in-

volved in the last collision. We compare the new targets

Fig. 7. Profile comparison for an implantation of B ð7�; 30�Þ !
Sif100g, 1 MeV simulated with Nion ¼ 2000 real ion with an
without the shallow region enhancement scheme.
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with the old ones, and remove the repeated ones. This

replaces the nmin condition and speed-up the calculation.

4. Results

In this section we compare simulated dopant profiles

with experimental ones or with results from other sim-

ulators in order to validate our enhancements to the ion

implant BCA simulation and to test its prediction ca-

pabilities with compound semiconductors.

4.1. Silicon target

We first test our simulator implanting in crystalline

silicon because the experimental data available. Fig. 8

shows a boron into silicon implants with 35 and 80 keV

(with a 15 �AA SiO2 layer) simulated with several BCA

simulators: MARLOWE 14 [36], UT-MARLOWE [4]
that uses only one fitting parameter (r0s ) and our simu-
lator. We observe that MARLOWE penetrates much

more than the experimental SIMS [4] profiles. UT-

MARLOWE has the same profile range but its shape

does not match with the experimental profiles. Our

simulator fits better both in the range and the shape of

the profile than the cited simulators.

We also compare our simulation results with SIMS

experimental profiles obtained from the literature

[4,21,37]. Fig. 9 represents boron implanted into silicon

for several energies showing good agreement with ex-

periments. All implants use the same r0s ¼ 1:85.
Fig. 10 shows implants of arsenic into silicon for

several energies and implant conditions. For this ion–

target combination we use r0s ¼ 2:0 for all conditions.
Fig. 11 shows a high dose, 8
 1015 at/cm2, boron

into silicon implants for 15 and 80 keV and presents a

Fig. 8. Boron (0�, 0�) into f100g silicon (with a 15 �AA SiO2
layer) implant profiles with (top) 35 keV and (bottom) 80 keV.

We made a comparison between SIMS profiles [4] and several

BCA ion implant simulators (MARLOWE [36], UT-MAR-

LOWE [4]) and the current work simulation results.

Fig. 9. Boron (7�, 30�) into f100g silicon implant (15, 80, 280,
700 and 2400 keV, with a 15 �AA SiO2 layer) comparison between

SIMS profiles [4,37] and the current work simulation results.

Fig. 10. Arsenic (8�, 30�) with 15 and 100 keV into f100g sil-
icon implant comparison between SIMS profiles [21] and the

current work simulation results.
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good agreement with SIMS profiles. The damage model

works well here.

These examples show the prediction capabilities of

the models implemented in our simulator for a wide

range of implant conditions (orientation, energy, etc.)

[38]. To be able to simulate a new ion species only one

parameter, r0s would be necessary to fit.

4.2. Silicon carbide target

In order to check the capability of the ion implant

simulation in compound materials, we show some im-

plant examples into 6H-SiC with several projectiles. Ion

implantation is almost the only current method to dope

silicon carbide. We used the IADS electron density ap-

proach and so we only fitted the r0s parameter.
Fig. 12 shows an aluminum implant into 6H-SiC.

The tilt angle is 12:5� and the rotation is 30�. The ori-
entation of the wafer flat is f11�220g and the wafers are
cut 3:5� off-axis from the {0 0 0 1} plane toward the

f11�220g direction. We compare the simulation results
of 30, 90, 195, 500 and 1000 keV aluminum implants

with the SIMS experimental [39] profiles. A very good

agreement is found. For Al into SiC we use r0s ¼ 1:70,
which is not too different from the values used for the

silicon target implants. The damage accumulation is not

important for the doses simulated.

Fig. 13 represents 40, 100 and 300 keV arsenic im-

plants into 6H-SiC with the same conditions cited above

(r0s ¼ 1:75). Again, they match very well.

4.3. Gallium arsenide target

Special characteristics for this material are a very low

Debye temperature (360 K) and its softness. The damage

accumulation will be important even for low doses. We

fitted Na ¼ 6
 1020 at/cm3 and fsurv ¼ 0:09.
Fig. 14 shows silicon into GaAs (REO: random

equivalent orientation) and f100g channel, r0s ¼ 2:0)
implants at 150 keV, 3
 1013 at/cm2 compared with

SIMS profiles [40]. We note that even for different ori-

entations the agreement is good.

As shown in Fig. 15 we must only fit the r0s when we
change the projectile. It shows a comparison between

selenium into GaAs (REO and f100g channel, r0s ¼ 1:7)

Fig. 11. High dose, 8
 1015 at/cm2, boron (0�, 0�) with 15 and
80 keV into f100g silicon implant comparison between SIMS
profiles [37] and the current work simulation results. We note

the differences with the low dose simulation results.

Fig. 12. Aluminum (12:5�, 30�) into 6H-SiC, 30, 90, 195, 500
and 1000 keV implants with doses of 3
 1013, 7:9
 1013,
3:8
 1014, 3
 1013 and 3
 1013 at/cm2 respectively. The ori-
entation of the wafer flat is f11�220g and the wafers are cut 3:5�
off-axis from the f0001g plane toward the f11�220g direction
[39].

Fig. 13. Arsenic (12:5�, 30�) into 6H-SiC, 40, 100 and 300 keV
implants with doses of 2
 1013, 9:9
 1013 and 1:1
 1014 at/
cm2 respectively. The orientation of the wafer flat is f11�220g
and the wafers are cut 3:5� off-axis from the f0001g plane
toward the f11�220g direction [39].
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implants at 300 keV, 3
 1013 at/cm2, and SIMS profiles

[40].

5. Conclusions

A new BCA ion implant simulator is reported. It

gather some of the best physical models and simulation

algorithms, including a novel hybrid integration scheme

for the inelastic energy losses. It also uses ab initio

physical description of the electron distribution for the

target atoms. For low implant doses, the simulator is

capable of predicting the impurity implant profiles of a

wide range of projectile atoms and for different target

materials with only one adjustable parameter (r0s ) for
each projectile–target material combination. For high

doses, there are two additional parameters (fsurv, Na) to

fit. Also several strategies have been used in order to

achieve a very fast ion implant simulator.
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